
1© Copyright Australian Institute of Company Directors or its licensors 2023. 
All rights reserved under Australian and foreign laws. 2023/24 V1

AI governance for directors: Exploring the challenges and opportunities

THE 
DIRECTORS’ 
CUT
AI GOVERNANCE FOR DIRECTORS
Exploring the challenges and opportunities

Thursday, 12 September, 12.00pm (AEST)



© Copyright Australian Institute of Company Directors or its licensors 2022. 
All rights reserved under Australian and foreign laws. 2022/23

2AI governance for directors: Exploring the challenges and opportunities

Acknowledgement 
of Country

The Bunya Mountains in southern Qld have 
become an Indigenous tourism site
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Professor Klaus Schwab, he is the co-author of Shaping the Future of the 
Fourth Industrial Revolution. Nick is concurrently a Professor of Practice at 
ASU’s Thunderbird School of Global Practice, an Associate Fellow at the 
University of Oxford's Said Business School, a Visiting Fellow at ANU in the 
School of Cybernetics, an Associate Fellow at the Geneva Centre for 
Security Policy and serves on a number of boards and advisory 
committees including ASIC’s Consultative Panel and AICD’s Technology 
Governance and Innovation panel. He holds degrees from the University 
of Oxford and University of Sydney.

Anna is a Senior Policy Adviser at the AICD undertaking advocacy 
and thought leadership work to promote world-class governance. 
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awards in the insurance category. 
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A Director's Introduction to AI A Director's Guide to AI Governance

AI Governance Checklist for 
SME and NFP Directors

AICD and HTI 
Governance of AI 
resource suite

Eight Elements Snapshot

https://www.aicd.com.au/content/dam/aicd/pdf/tools-resources/director-resources/a-directors-introduction-to-ai-web.pdf
https://www.aicd.com.au/content/dam/aicd/pdf/tools-resources/director-resources/a-directors-guide-to-ai-governance-web.pdf
https://www.aicd.com.au/content/dam/aicd/pdf/tools-resources/director-resources/ai-governance-checklist-sme-nfp-directors-web.pdf
https://www.aicd.com.au/content/dam/aicd/pdf/tools-resources/director-resources/ai-governance-checklist-sme-nfp-directors-web.pdf
https://www.aicd.com.au/content/dam/aicd/pdf/tools-resources/director-resources/concise-snapshot-web.pdf
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POLL

What is the current state of 
AI governance within your organisation?

Select one that applies

A We have implemented AI-specific governance 
mechanisms

B We are discussing or developing AI-specific 
governance mechanisms

D We aren’t using AI systems

E I’m not sure

C We are using existing governance (e.g. IT) or 
risk management to govern AI systems
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Today we will cover:

Why is AI different 
from other 

technology & what 
are the implications 

for governance?

How is AI being 
governed and 

regulated?

Effective, safe & 
responsible AI 

governance for 
boards 

1 2 3
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What is AI? Why is AI different 
to other technology? 

ONE

What is AI? Why 
is AI different to 

other 
technology? 

How is AI being 
governed and 

regulated?

Effective, safe & 
responsible AI 

governance for 
boards

1 2 3
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What is AI?

Artificial intelligence (“AI”) is a 
collective term for machine-based or 
digital systems that use machine or 
human-provided inputs to perform 
advanced tasks for a human-defined 
objective, such as producing 
predictions, advice, inferences, 
decisions, or generating 
content.

Source: HTI definition adapted from work by EU and OECD

What kinds of systems are usefully defined as AI:

• Machine learning systems

• Expert systems 

• Natural language systems

• Facial recognition technologies 

• Recommender systems 

• Automated decision-making systems

• Robotic process automation 

• Virtual agents and chatbots

• Generative AI

• AI-powered robotics 
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Narrow 
AI

Generative 
AI 

Defined task / purpose; used to 
address specific problem

Limited to the 
specific tasks it was 

designed for

Accuracy can vary but 
more consistent

Examples: Search engines, 
facial recognition, 

recommender systems 

Used for a range of different 
tasks; intended and 
unintended

Adaptable & 
flexible

‘Hallucinations’ are 
common

Novel outputs from 
similar inputs

Examples: Chat GPT, Dall-E, 
Midjourney, Codex

Not all AI is generative AI….

Broadly replicable 
outcomes
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How is AI different 
from other 
technology? Scalability and diversity of use cases: AI use 

crosses organisational barriers and reporting lines. 
This decentralization makes it difficult to control.

Opacity of AI outcomes: AI's ability to analyse
millions of data points and form connections can 
make it difficult to test, validate, explain, and 
reproduce its outputs.

Opacity of existing use: AI is embedded in many 
procured IT products and services, making it 
difficult to identify existing AI use.

Fundamental reliance on data: While other types 
of technology may also depend on data, AI 
systems fundamentally rely on data for both input 
and training.
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AI offers new opportunities and risks

AI Opportunities 

Increased efficiency and productivity

Quality improvements and fewer errors

New products and services

Improved customer experience

Improved employee experience

Commercial
Commercial losses 

due to poor or 
biased AI system 

performance; 
adversarial attacks 

Damage to reputation 
and loss of trust due to 

harmful or unlawful 
treatment of consumers, 

employees or citizens

Regulatory
Breach of legal 

obligations that may 
result in fines, restrictions 

and require 
management focus 

Risks to organisations

Risks to organisations from AI use

Reputational
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Sources of harms from AI 

Environmental externalities Carbon costs of excessive use

AI system failures

Malicious or misleading 
deployment

Overuse, inappropriate 
or reckless use 

SOURCE OF HARM HARM CATEGORY EXAMPLE

Poor system performance Poor investment advice

Biased system performance Gender-biased credit scores

System fragility Critical infrastructure failure

Security failures Exposure of training data

Misleading or unfair systems AI-enabled ‘dark patterns’

AI-powered cyber attacks Personalised phishing emails

Misinformation at scale Social manipulation via deepfakes

Weaponisation of AI systems AI-generated bioweapons

Unlawful limitations of rights Infringement of IP rights

Social and political externalities Filter bubbles causing polarisation

Technological unemploymentEconomic externalities

1

2

3

Source: Human Technology Institute (2023) 
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How is AI being governed and 
regulated?

TWO

Why is AI 
different to other 

technology & 
what are the 

implications for 
governance?

How is AI being 
governed and 

regulated?

Effective, safe & 
responsible AI 

governance for 
boards

1 2 3
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There are a range of emerging governance approaches
Current

Guru-based 
governance 

Review-based 
governance 

Principle-based 
governance 

Process-based 
governance (eg IT) 

Emerging

Hierarchical 
governance 

Committee-based 
governance 

Information-based 
governance 

Culture-based 
governance 

Source: Human Technology Institute (2023)
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The use of AI is regulated by a range of existing laws 

Directors have duties under 
the Corporations Act 2001 

(Cth)

The use of AI systems is also 
subject to various Australian 
laws and legal obligations

Directors should be aware of 
how these apply. 

Source: Human Technology Institute (2023)

Consumer 
protection

Cyber security

Anti-
discrimination

Duty of care / 
negligence

Work health 
and safety

Privacy, IP, 
confidentiality 
and data use

Directors’ duties

The legal 
and regulatory 
environment
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Stakeholder 
engagement

Keep records

Supply chain 
transparency

Transparency 
about AI use

Human oversight

Risk management 

Data governance

Accountability

Voluntary
Safety Standard 

/ Proposed 
Mandatory 
Guardrails

Redress 
mechanisms

Test & monitor

Conformity 
assessments
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Effective, safe & responsible AI 
governance for boards

THREE

Why is AI 
different to other 

technology & 
what are the 

implications for 
governance?

Key AI 
regulatory 

developments

Effective, safe & 
responsible AI 

governance for 
boards

1 2 3
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Eight elements of AI governance

PRACTICES, PROCESSES 
& CONTROLS 

SUPPORTING 
INFRASTRUCTURE 

STAKEHOLDER 
ENGAGEMENT & IMPACT 

ASSESSMENT 

MONITORING, REPORTING 
& EVALUATION 

ROLES & 
RESPONSIBILITIES 

GOVERNANCE 
STRUCTURES 

PEOPLE, SKILLS 
& CULTURE 

PRINCIPLES, POLICIES 
& STRATEGY 
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DISCUSSION

Which of the eight elements of governance do you think would 
be most challenging for your organisation to address?

Type the top 3 into the chat

Roles & Responsibilities1 Practices, Processes & 
Controls5

Principles, Policies & Strategy4 Monitoring, reporting and 
evaluation8

Governance structures Supporting infrastructure62

People, Skills & Culture Stakeholder engagement & 
Impact assessment73
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Questions?
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Key AI Governance resources
A Director’s Guide to AI 

Governance

FIND OUT MORE

Director’s Introduction to AI

FIND OUT MORE

SME and NFP Checklist

FIND OUT 
MORE

The State of AI 
Governance in Australia

FIND OUT 
MORE

35

Eight Elements Snapshot

Invisible Bystanders: 
impact of AI on workers

FIND OUT 
MORE

https://www.uts.edu.au/human-technology-institute/projects/ai-corporate-governance
https://www.uts.edu.au/human-technology-institute/projects/ai-corporate-governance
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Roles and responsibilities
SUGGESTED DIRECTOR STEPS

• Identify the management and 
board individual/ body 
accountable for AI decision-
making. 

• Identify those involved in, and 
responsible for, AI system 
procurement, development and 
use. 

• Consider whether decision-
making processes applied by key 
accountable persons 
incorporate consideration of AI 
risk and opportunity. 

KEY QUESTIONS FOR DIRECTORS TO ASK
• How are we tracking AI use within the organisation?
• Which individual or body at the board or management 

level is responsible for data governance?
• Which individual or body at the board or management 

level is responsible for decisions regarding the 
development and use of AI within the organisation?

• Which individual or body is responsible for making 
procurement decisions and identifying, assessing and 
reporting the risks associated with procurement? Are they 
tracking which procured products and services use AI?

• Is there an escalation protocol in place for proposed 
higher-risk AI uses?

ROLES & 
RESPONSIBILITIES 

1
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Governance Structures
SUGGESTED DIRECTOR STEPS

• Verify that management has  
assessed the skills, capabilities 
and training required across the 
organisation to benefit from AI 
systems and manage risks

• Invest in appropriate 
management and director 
training on the strategic 
opportunities, risks and 
appropriate governance 
approaches related to AI-
systems. 

• Discuss the potential for AI to 
impact the workforce and 
workforce planning. 

KEY QUESTIONS FOR DIRECTORS TO ASK
• Which existing board and management committees are 

most appropriate for supporting oversight of AI?
• Do the relevant board and management committee 

charters / Terms of Reference need to explicitly stipulate 
board oversight of AI?

• Should the relevant board and management 
committee leverage external expertise? If yes, how?

• How, and how often, does management report on AI to 
the board/ relevant board committee?

GOVERNANCE 
STRUCTURES

2
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People, Skills & Culture
SUGGESTED DIRECTOR STEPS

• Determine which existing or new 
board and management 
governance structure would 
most appropriately support AI 
oversight. 

• Review board and 
management committee 
charters to determine whether 
and how they incorporate AI 
issues. 

• Consider how external experts 
can be leveraged within existing 
governance structures. 

• Consider the nature and 
frequency of management 
reporting to the board/relevant 
board committee. 

KEY QUESTIONS FOR DIRECTORS TO ASK
• What baseline level of AI knowledge (i.e. minimum viable 

understanding) is required across the organisation?

• What AI capabilities are required by key accountable 
people?

• What AI-related training do staff receive at different 
levels and across functions?

• What training can directors receive to increase 
knowledge of AI risks and opportunities?

• How will AI impact the skills required of our workforce? 
Are there opportunities for training and redeployment?

• Have we communicated AI impacts to our workforce?

• What consultation or communication is taking place with 
our workforce on potential AI impacts?

PEOPLE, SKILLS & 
CULTURE

3
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Principles, Policies, and Strategy
SUGGESTED DIRECTOR STEPS

• Require that AI is considered and, 
where appropriate, embedded within 
the organisation’s strategy. 

• Engage with management to discuss 
how high-level safe and responsible AI 
principles, such as Australia’s AI Ethics 
Principles, have been actionable via 
specific policies. 

• Introduce an organisational AI use 
policy to facilitate safe and 
responsible AI use and reduce 
shadow AI use.

• Integrate AI into relevant policies 
(such as privacy, data governance, 
cyber and procurement) for a holistic 
strategic and risk management 
approach. These policies should be 
reviewed periodically for currency.

KEY QUESTIONS FOR DIRECTORS TO ASK
• How does our current and intended use of AI support 

our overall strategy?
• Are the AI principles, policies and strategy adaptable, 

scalable and broad enough to capture a wide range 
of current and potential AI use cases within the 
organisation?

• How clearly documented is the organisation’s 
approach to AI use?

• What AI-specific policies are in place to guide AI use 
across the organisation and its supply chain?

• Do we have a clear policy on the use of Generative AI 
and the risks posed by shadow AI use?

• Do our existing privacy, data governance, cyber and 
procurement policies address AI? Are these fully 
aligned with how we intend to leverage AI systems in 
our strategy?

PRINCIPLES, 
POLICIES, AND 

STRATEGY

4
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Practices, Processes & Controls
SUGGESTED DIRECTOR

STEPS
• Require relevant 

controls for AI use, 
and that these 
controls are regularly 
reviewed and 
updated for 
alignment with best 
practice

• Confirm with 
management that 
there are processes 
in place to assess 
supplier and vendor 
risk. 

KEY QUESTIONS FOR DIRECTORS TO ASK 
• What is our risk appetite for AI use? Have we updated our risk 

appetite statement?
• What AI Impact Assessment and risk management tools or 

frameworks are we currently using?
• Does our risk management framework incorporate risks arising from 

AI? Does it differentiate between high-risk and low-risk AI 
applications?

• What steps are we taking to be confident that we are meeting our 
legal and regulatory obligations for the use of AI and associated 
data collection, storage, and use?

• Do we have robust testing and piloting approaches for AI systems 
under real-world conditions?

• What process are we using to assess supplier and vendor risk?
• What notification requirements are there for suppliers to advise of AI 

use or introductions to products?
• What capacity do we have to reject updates (such as software 

products) if deemed not to be in line with organisational policy on AI 
use?

PRACTICES, 
PROCESSES & 

CONTROLS

5
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Supporting Infrastructure
SUGGESTED DIRECTOR STEPS

• Verify that management has an 
appropriate AI system and data 
inventory in place.

• Confirm that data governance 
policies have been reviewed 
and updated to account for AI 
systems’ specific characteristics.

• Confirm that cyber security 
policies have been reviewed 
and adapted to address AI 
systems and mitigate novel 
attacks and misuse. 

KEY QUESTIONS FOR DIRECTORS TO ASK
• Where, how, and why is AI being used across our 

organisation? Have we created an AI inventory?

• What internally and externally-sourced data is being - or 
could be - used as an input or for training to AI systems?

• Have we reviewed the legality of the collection, storage, 
and use of the data used within our organisation and as 
input for AI systems?

• How do our data governance and cyber security policies 
and practices support the responsible use of AI?

• Does the system architecture enable transparency or 
explanation of decisions made by AI?SUPPORTING 

INFRASTRUCTURE

6
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Stakeholder Engagement & Impact Assessment
SUGGESTED DIRECTOR STEPS

• Identify and engage with 
stakeholders to understand AI’s 
impact and stakeholder 
expectations of AI use and 
governance. 

• Request that management 
review AI system design and 
assessment processes and 
policies to confirm they 
incorporate accessibility and 
inclusion practices (so as to 
reduce the risk of bias)

• Consider whether AI-generated 
results/ outcomes are explained 
to stakeholders and whether an 
appeal process is available.

KEY QUESTIONS FOR DIRECTORS TO ASK
• How does our AI Impact assessment incorporate 

stakeholder views?

• What processes do we have in place to understand the 
potential AI harms arising to impacted stakeholders?

• How are we ensuring the voices of potentially vulnerable 
stakeholders are represented in engagement 
mechanisms?

• How do we include the participation of stakeholders in 
the development of safe and responsible AI principles 
and policies and governance frameworks?

• What processes are in place for impacted stakeholders 
to request reasons, contest, or provide redress for 
decisions made by AI systems?

STAKEHOLDER 
ENGAGEMENT & 

IMPACT 
ASSESSMENT

7
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Monitoring, Reporting & Evaluation
SUGGESTED DIRECTOR STEPS

• Verify that management has 
implemented a risk-based 
monitoring and reporting system 
for AI systems that are mission-
critical and/or could cause 
significant harm, including AI 
systems and vendor systems.

• Establish clear metrics and 
outcomes to track and measure 
the performance of the AI 
governance framework.

• Develop and implement a 
monitoring and reporting 
framework and frequency.

• Consider seeking internal and 
external assurance. 

KEY QUESTIONS FOR DIRECTORS TO ASK
• What KPIs are we using to assess whether the AI 

governance framework is performing as intended?

• What is the appropriate performance framework and 
reporting frequency to enable the organisation to 
capitalise on opportunities and address risks?

• How are we identifying and responding to errors in our AI 
systems?

• How are we using internal and external audit as a check 
and balance?

• What are the limitations of our internal and external audit 
processes? Are these clearly disclosed in our reporting?MONITORING, 

REPORTING & 
EVALUATION

8
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